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Glossary

The following terms are used throughout this literature review. The definitions reflect common
usage where possible. In some instances, distinctions are made between terms that are not typically made
in the literature (for example, between attentional tunneling and cognitive capture). In these instances,
the rationa e/justification for adefmition is provided.

Accommodation: Adjustment of the thickness of the crystalline lensin the eye to bring the images of
objects into focus at the retina.

Accommodative convergence:  Convergence response of extraocular muscles induced by an
accommodative shift to nearer objects in the absence of binocular depth cues (i.e., accommodation-
induced convergence).

Analog symbology: Symbology format in which information is conveyed by changing the position of
an indicator along some scale. For example, a standard analog speedometer moves adial to point to the
current speed (cf. digital symbology).

Anti-reflection coating: An optical coating that increases the transmittance at air-substrate interfaces.
This coating is used to minimize double images created by reflections off the front and back surfaces of
the combiner.

Attentional tunneling: Degradation in peripheral performance attributable to a narrowing of the focus
of attention. In the literature, this term is used interchangeably with “ cognitive capture” and “cognitive
tunneling” . Attentional tunneling is only manifested when performance decrements are demonstrated as
afunction of eccentricity (see Ward & Parkes, 1994 for review).

Backward masking: A type of masking in which the masking stimulus is presented after the test
stimulus. Thus, the mask interference is retroactive.

Binocular mirrored HUD: Similar to afully-functional HUD except that there are no optics between
the image source and the combiner (only alarge piece of plate glass). Thus, the virtua image distance
is equivalent to the source-to-eye distance. To obtain a minimum virtual image distance of 2.5 m, the
image source would need to be located outside the simulator cab.

Binocular misalignment:  This occurs when the images of objects are not aligned vertically or
horizontally (or some combination of both) for the two eyes due to optical distortions and improper
alignment of optical components.

Binocular rivalry: A phenomenon occurring when the two eyes are presented with different stimuli.
Under these viewing conditions, the stimuli appear to compete with each other rather than combine.
Perceptually, the observer sees atempora alternation between left and right eye views.

Cognitive capture:  Typically used to refer to the inefficient attentional switching (from HUD, to
primary task) when using HUDs This may result in missing external targets, delayed responses to
externa events, and/or asymmetrical transition times (longer to switch from HUD-to-external visual
processing than vice versa).  In effect, the HUD acts as an attentional ‘trap’ that draws information
processing resources to the HUD and slows/degrades processing of external events. Although cognitive
capture can also work in the reverse direction (i.e., longer to switch from external-to-HUD visua



processing than vice versa), the safety relevance of this manifestation of cognitive capture is questionable.

Collimated imagery: Any optical system that produces images whose rays are parallel (i.e., planar
wavefronts). When viewing such a system, the best-focus is obtained when the observer is accommodated
to optical infinity (i.e., greater than about 20 feet).

Conformal (or contact analogue) symbology: This simulates the visual transformations of externa
objectsto give observers the perception that the symbology is genuinely part of the external scene. For
example, the forward driving scene might be overlaid with a perspective outline of the road ahead to
guide motorists when driving in fog or at night.

Contrast interference:  The reduction of luminance contrast in an image resulting from optical
superimposition and spatial overlap of other images. In particular, if there are large differencesin
contrast (and/or average luminance) between two or more images, the higher contrast image(s) can reduce
the detectability of thelower contrastimage(s). The interference can be explained optically in terms of
the interaction of light in the image (cf. visual masking).

Contrast masking: The preferred term is contrast interference.

Convergence accommodation: Accommodation induced by a convergence responsein the absence of
retinal imageblur (i.e., convergence-induced accommodation).

Convergence eye movements. Movement of the visual axes nasally (toward the nose) for viewing near
objects.

Depth-of-focus (DOF): The dioptric range of focus errors over which performance is not significantly
degraded. DOF is dependent on pupil size, target size and target contrast. When specified in terms of
the range of object distances over which performance is not significantly degraded, the term depth-of-field
should be used

Digital symbology: Symbology in which the information is displayed using a digital format. For
example, adigital speedometer displaysthe number corresponding to the speed (cf. analog symbology).

Diopter (D): The inverse of the focal length (f specified in meters) of alens: D = I/f.

Diplopia: A disorder that causes objects to appear double. This occurs when the visua axes of the two
eyes are not directed toward the same object.

Divergence eye movements. Movement of the visual axes temporaly (away from the nose) for viewing
distant objects.

Divided attention: An attention allocation strategy in which the observer attends and responds to two or
more inputs that are active simultaneously.

Dynamic range: The operating range of a device. For example, the dynamic range of aHUD display
is the range of background luminance over which optimal contrast may be obtained. See schematic in
Figure 1 for details.
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Eye-box: Therange of vertical and horizontal pupil positions over which HUD symbology is clearly
visible (i.e., visible without contrast reduction or distortion). For binocular systems, the eye-box is wider
than it is high due to the interpupillary distance. For monocular systems, the horizontal/vertical eye-box
dimensions are roughly the same.

Forward masking: A type of masking in which the masking stimulus is presented before the test
stimulus. Thus, the interference caused by the mask is proactive.

Graphic I-IUD: A simulated HUD that electronically superimposes HUD symbology as part of the same
signal that generates the image for the background. Therefore, the HUD symbology is area image and
the focus distance is identical to that for the background imagery. Graphic HUDs have been used by
some researchersto control for accommodeative effects.

Head-Down Display (HDD): The conventional displays used in automobiles. Thisincludes any display
viewed directly (i.e., no intervening refractive or reflective optics) from a distance of about 3 1 inches
(or .8 m), and is located down 15 degrees or more relative to the observer’s forward line of sight.

Head-Down Instrument Panel (HDIP): Used interchangeably with HDD.

Head-Up Diipiay (HUD): Displayswhich project avirtual image that is usually optically superimposed
on the forward field of view of drivers using either the windshield or a separate optical element as the
combiner. Thethree components common to al fully operational HUDs are: (1) display device (includes
a source and fixed/variable display matrix elements), (2) refractive and/or reflective optica elements and
(3) combiner. In refractive HUD designs, the focusing is done by a large diameter lens. In diffractive
(or reflective) HUDs, the virtual image is collimated and reflected by the curved combiner.

Instrument Flight Rule (IFR): Flying an airplane by instruments during low visibility conditions.
Interpupiilary distance (IPD): Distance between the centers of the pupils.

Luminance contrast: With respect to HUDs, defined as the luminance of the HUD plus luminance of
the background (i.e., area adjacent to HUD symbology), divided by the luminance of the background.

Mental workload: The amount of mental effort directed toward the production or accomplishment of
atask in a given period of time. Operationaly defined in terms of performance on secondary or
subsidiary tasks in a dual-task paradigm.

Monocular mirrored HUD: A type of experimental-use-only HUD in which the symbology isoptically
superimposed using amirror positioned so that only one eye can view the HUD symbology. Combiner
can be 100% reflecting (preferably front-surface) mirror placed close to the observer’s eye. Due to the
differences between the left and right eye images, binocular rivalry can resullt.

Partial overlap mirrored HUD: Similar to the binocular mirrored HUD except that the combiner istoo
small to allow maximum binocular overlap. Specifically, the right eye views the left half of the HUD
symbology and the left eye viewsthe right half of the HUD symbology. The amount of overlap depends
on mirror width, interpupillary distance and distance to the mirror.

Projected HUD: A type of experimental-use-only HUD in which the symbology is optically
superimposed via a direct projection onto the surface displaying the external scene.  Similar to the graphic
HUD in that the external scene and the HUD symbology are at identical distances.



Raster display: Images created by drawing horizontal lines on the display device and turning the light
on or off as required to produce segments of images. The collection of horizontal scan linesis called the
raster (cf. stroke display).

Reflective optics. Light rays are bent viareflection in which the angle of incidence of the light raysis
the same as the angle of reflection. One advantage of reflective optics is that transmission losses are
reduced since light does not propagate through the mirror substrate (cf. refractive optics).

Refractive optics: Light rays are bent via refraction in which the amount of bending depends on the
refractive index of the lens, the thickness of the lens and the angle of incidence of the light rays. Not
preferred as optical elementsin HUDs because of the light losses that result as light propagates through
the lens (cf. reflective optics).

Root mean squareerror: Thesguare-root of the mean square deviation of the response from the target.
More commonly termed standard deviation.

Selective attention: An attention allocation strategy in which the observer attends and responds to some
inputs whileignoring others presented simultaneously.

Spatial Disorientation (SDO): A breakdown of veridical perception of orientation in space, Orientation
perception is subserved by the combined inputs from visual (cortical and subcortical visual modes of
processing), proprioceptive and vestibular sensory mechanisms. The cause of DO is believed to be
amismatch among the sensory signals that can occur during high-G maneuvers or any unusua force
vector while flying.

Stroke display: Image-s created by drawing continuous lines on the display. When a character/image
is completed, the light is turned off, moved to a new location and then turned on to begin drawing
another character/image. The term stroke comes from the fact that thistype of display is similar to
handwritten text (cf. raster display).

Vergence (or digunctive) eye movements. Movement of the visual axes in opposite directions for
viewing objects at either nearer (i.e., convergence which isleft eye visual axis moving to the right and

the right eye visual axis moving left) or farther (i.e., divergence involves left eye visua axis moving
left and right eye visua axis moving right) distances.

Version (or conjugate) eye movements. Movement of the visual axes horizontally or vertically
with no change in convergence.

Virtual image: Any image for which there is no measurable energy at the perceived three-
dimensional location of the object. For example, when looking at a planar mirror, the
perceived location of the object (i.e., observer) is behind the mirror but there is no energy at
that location (i.e., behind the mirror). Virtual images can also be created using negative lenses,
convex mirrors and prisms.

Vision Enhancement System (VES): The use of conforma symbology displayed on a HUD to
enhance the visual acquisition of safety-critical road features such as road markings,
hazards/obstacles, other vehicles and traffic signs. Some systems have been developed that use
infrared image intensification to enhance night driving visibility.
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Visual clutter: An overall assessment (either a subjective or an objective measure) of the extent
to which there are features in a visual scene (either on aHUD or in the external scene) that may
interfere with some aspect of the primary task (e.g., detecting hazards).

Vii Flight Rule (VFR): Flyinganairplane using external visual cuesunder high visibility
conditions.

Visual masking: Interference that can occur between two stimuli presented in proximity (but
not overlapping) in space and time. In atypica visua masking study, the mask does not
spatially overlap the target. A “ masking effect” usually refers to an effect that is attributable
to neural interference rather than optica (i.e., pre-retinal) interference of light in the image.
Although visual masking is often used to describe interference occurring for superimposition of
HUD and external scenes, contrast interference is the preferred term in this instance.  Although
visual masking may result from viewing HUD imagery superimposed on driving scenes, the bulk
of the interference can be attributed to the interaction of light from different objects in the image
(cf. contrast interference).



Executive Summary

A review of existing technical literature has indicated that automotive applications of
head-up displays (HUDs), using current designs, will yield mixed results. While certain
performance advantages may be expected, drivers' responses to some safety-critical events may
be slowed significantly. A summary of findings for each of the major topic areas addressed in
this document follows. In addition, acomprehensive overview of HUD research variables, test
procedures and study results may be found in a set of summary tables presented as an appendix
to this report.

To begin, the generalizability of aviation HUD research to automotive applications is
limited because of differences along several dimensions. First, the information content of
external scenes varies dramatically between the minimal contour (clouds and open sky) for the
aviator and the rapid presentation of saient--often life-threatening--targets for the everyday
urban/suburban driver. While they may assume primacy for the pilot’s attention, HUDs are
likely to remain strictly a secondary information source for drivers. Next, HUD usein aviation
has often employed conformal symbology, where the displayed information is perceived as part
of the externa scene (e.g., a runway outline); comparisons to research results where HUDs
presenting information to drivers have used non-conformal symbology (text or graphics) are
problematic. Workload differences also deserve mention: during takeoff and landing the task
demands on pilots-and the associated information content of HUDs-are considerably higher than
drivers can be expected to encounter, nor will users of automotive HUDs have to contend with
performance degradation due to high G-forces or spatial disorientation. Finally, an important
contrast between studies of aviation versus automotive HUDs liesin the relative training and
capability levels of the design users.  Younger individuals selected for superior vision and
cognitive capability, with extensive training, are the norm in aviation HUD performance tests.
This restricts the range of data obtained, and produces an inevitable bias in measures of HUD
safety and useability compared to, for example, an elderly driver who is inexperienced with
HUDs.

The predicted peformance advantages of automotive HUDs include a variety
hypothesized benefits, particularly for the older driver. Foremost is increased eyes-on-the-road
time, which intuitively reduces the probability that a driver will fail to detect a time-critical
event. Itisnot clear the extent to which reported advantages in response time (ranging from
2510 1.0 9) for head-up versus head-down displays may be conditional upon low workload,
smple HUD displays, and/or moderate ambient light levels, however.  Reduced
reaccommodation demands for driversto fixate upon external targets are al so expected, due to
farther virtual image distances for head-up versus head-down displays. This represents atime
savings that may or may not have operationa significance for the general driving population.
Older drivers would be aided the most by this feature of HUDs, and their expected benefits
extend to no longer having to look through the near correction (lower part) in their eyeglasses
as required to view the instrument panel. At the same time, HUDs present risks of degraded
operator performance, as highlighted below.
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Key operator performance issues with HUDs derive from both visual and cognitive
factors. Inthe former category, superimposing symbology on the forward driving scene may
mask external objectsviacontrast interference. This effect depends upon the extent to which
the HUD symbology fills agiven viewing area, and the contrast of the HUD imagery with the
visual background. Relative motion of the HUD image and the to-be-detected externa targets
will improve recognition of externa targets, but performance will still be degraded when HUD
contrastishigh. The safety of nighttime operations with HUDs are called into question by this
finding. In addition, the visual ‘fill factor’ of a head-up display isidentified as an important
parameter influencing driver response to external targets. The tradeoff between increased eyes-
on-the-road time and increased visual clutter from HUD symbology, in terms of response
effectiveness for safety-critical targets in the forward driving scene, remains to be determined.
Other potentially important visual factors include misaccommodation and misconvergence effects
(“ Mandelbaum effects’) which can result from trying to view distant objects through nearer
objects or surfaces. Size perception isat issue here, with implications for distance judgments
and gap acceptance. Also, binocular misalignment--i.e., when the visual system cannot fuse
vertical or horizontal disparities introduced by image distortions--can result in oculomotor
fatigue, binocular rivalry, and headaches. HUD designs which use the windshield as the
combiner are more susceptible to this problem.

A preeminent cognitive factor in assessing driver performance with HUDs is the
phenomenon termed “cognitive capture.” This effect describes the degradation of responses to
external targets due to the processing of information from aHUD image; as such, it principally
involvesthe cognitive operations of selective attention, divided attention, and attention switching.
Existing data suggest that cognitive interference in drivers' responses to external targets is more
likely when the number of targets and distracters (in both the HUD and external scene) is large;
when the spatial and temporal uncertainty of critical (external) targets is high; when the
conspicuity of critical targetsislow; and when the relative event rate for salient targetsin the
forward driving scene (i.e., those requiring “effortful” or controlled, as opposed to automatic,
processing) is lower than that for HUD stimuli. A fundamental premise is that visual
information conveyed via HUDs and visua information from the external driving scene are not
processed on separate channels; in other words, it is impossible to process both sources of visual

information simultaneoudly.

Even earlier processing inefficiencies than those manifested in cognitive capture--i.e.,
problems at the stage of stimulus transduction and preprocessing--are described by studies of
interference at the encoding stage of information processing. Multiple targets, targets near the
threshold of detection, and/or targets embedded in “noisy” backgrounds may suffer from such
interference. Common examples include HUD symbology that is spatially superimposed on an
external target, producing contrast interference, or which is presented adjacent to an external
target, producing spatial masking; in either case, it islikely that the efficiency with which the
external target is encoded will be reduced. Encoding interference can be mitigated by separating
inputs along one or more stimulus dimensions (e.g., spatial separation, use of color) or sensory
modalities (e.g., using the auditory channel for selected message el ements). However, while
auditory HUD elements may reduce interference at the encoding stage, this practice does not
preclude interference at the cognitive level of processing, and the potential for encoding
interference with other auditory inputs (e.g., collision warning signals) is introduced.



Current HUD design issues center on these sources of interference Inefficienciesat the
cognitive stage of processing have implications for the amount and format of information
displayed on HUDs, while inefficiencies at the earlier, stimulus encoding stage have implications
for the spatial location and luminance contrast of HUDs. Often, design choices must take both
sources of interference into account. A typical apparent image distance for HUD symbol ogy,
roughly two meters, reflects an attempt to reduce cognitive-level interference by linking the
HUD information spatially to the end of the hood of the driver’s own vehicle, as opposed to
farther distances at which the HUD information is embedded in the visual clutter of the external
scene. This design choice also reduces the possibility of spatial superimposition or spatial
masking of safety-critical targets, and thus improves HUD processing efficiency at the encoding
stageaswell. Additional design issues which deserve attention in automotive HUD applications
include display variability across models, opportunities for the presentation of conformal
symbology, field of view limitations, and user adjustability of HUD image attributes.

Theeffect of HUDs on driving speed is an area of particular interest. Some studies have
demonstrated subjective preferences among drivers for HUD speed indicators versus traditiona
head-down displays, as well as an increase in glance frequency and a decrease in glance duration
with the HUD speed indicator, but multiple investigations have found no significant effect on
speed choice across a variety of driving conditions. Also, hypothesized improvementsin the
efficiency of acquiring speed information remain open to question, because of the low workload
conditions which prevail in previous research on thisissue.

Finally, anumber of implementation issues for automotive HUDs must be addressed
before widespread acceptance of these devices can be expected, particularly for many
applications envisioned in ongoing Intelligent Transportation System (ITS) program initiatives.
To move beyond the presentation of vehicle status indicators, such as speed, to the display of
navigational instructions, motorist advisories for road conditions, accidents, weather, and other
types of information, reliable measures of the effect of HUD use on responses to priority
external targets must be obtained, under realistic operating conditions, The appropriate
assignment of driver information inputs to continuous, contingent, and “on-demand” categories
of displays remainsto be determined. Practical considerations of cost, size, and adaptability to
arange of driver eye heights also figure prominently if the use of HUDs in the private vehicle
fleet in the U.S. isto become routine. And of course, driver age and related differencesin
visual acuity, contrast sensitivity, and the efficiency of attentional and other cognitive processes
strongly implicated in safe vehicle operation define critical parameters for product design,
development, and testing.
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Driver Age and Visual Interference Concernsin the Use of Automotive HUDs
Part |: Literature Review

I ntroduction

This review establishes the framework for the development of a testing protocol for
automotiveHUDSs that generdizesto a broad cross-section of everyday driving conditions. The
idea to display instruments as virtual images superimposed on external images was first proposed
by Paul Fitts in 1946. It was not until 1960 that head-up displays (HUDs) were first
manufactured for military aircraft (Weintraub and Ensing, 1992). Although HUDs are now
widely used between military and commercial aviators, they have only been considered for
widespread automotive use since approximately 1985 (Enderby and Wood, 1992). Since then,
the extent to which HUDs will benefit drivers has been investigated and is still largely
unresolved. If research can be directed toward clearly defining the safety and design issues, this
could facilitate progress toward mature applications -- and widespread use of -- automotive
HUDs.

This document covers the following major topic areas. (1) aviation versus automotive
HUDs, comparing and contrasting the two major HUD applications to determine the limits of
generdizability of aviation HUD research; (2) expected performance advantages of automotive
HUDs, addressing commonly cited and potential advantages of HUDs, (3) current HUD design
issues, identifying currently unresolved design issues and limitations for HUDs that impact
driver performance; (4) operator performance issues, emphasizing the impact of HUDs on vision
and cognition; (5) the effect of HUDs on driving speed; and (6) implementation issues for HUDs
in automobiles. An overview of current knowledge in this area and discussion of key
methodological issues is then presented. This report concludes with two appendices that contain,
respectively, a comprehensive summary table of HUD research findings, and a condensed
description of current and proposed automobile HUD design features.

Aviation Versus Automotive HUDs

This document presents an overview of current findings in human factors research on
HUDs. Whenever possible, study results are discussed in terms of implications for the design
of automotive HUDs and potential safety benefits. In some instances the researchers have
designed the experiment to address aviator HUD design issues. For these studies, there may
be limitations in the extent to which the findings generalize to the design and effectiveness of
automotiveHUDs. Thisis due to the differences between proximal (i.e., instrument panel) and
distal (i.e., external scene) stimuli, characteristics of the tasks, operator skill levels and age
ranges. These differences are defined below and are used throughout the review to compare and
contrast aviation and automotive HUD applications.

Information content of external scenes: Typicaly, the external scene of aviators consists
of minimal contour such as clouds and open sky. Potential external targets include other aircraft
and runways. Compared to driving, little information is acquired directly from the external
scene.  In other words, HUDs and other information sources inside the cockpit are typically
primary information sources whereas external information sources are secondary. In contrast,
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drivers are exposed to much more contour and the total number of potential targetsin the
external sceneishigher.  Also, this information is presented to drivers at much higher
information rates (i.e., number of potential targets per minute of driving is higher for drivers
than for pilots). In light of these differences between automotive and aviation tasks, it is unlikely
that automotive HUDs will replace the external driving scene as the primary information source.

Visual clutter intolerance: Because of the high priority given to direct visual information
acquisition, drivers typically prefer to locate HUD symbology outside of central vision (Inuzuka,
Osumi and Shinkai, 1991; Sojourner and Antin, 1990; Okabayashi, Sakata, Fukano, Daidqji,
Hashimoto and Ishikawa, 1989; Weihrauch, Meloeny and Goesch, 1989). In fact, the results
of the Inuzuka et al. (1991) study suggest that any symbology placed within a5 degree radius
of the fovea would be “annoying” to drivers. It is possible that these preferences can be
attributed to the fact that the HUDs used in these studies displayed speed information.
Therefore, the preference for locating symbology in peripheral vision may be due to the lower
priority given to speed monitoring. To date, there are no studies that rate the tolerance of
driversfor other types of symbology that present high priority information.

One type of symbology that drivers might be more tolerant of is conformal symbology.
Conformal symbology simulates the visual transformations of external objects to give observers
the perception that the symbology is actually part of the external scene. Although this type of
symbology is common among HUDS used by pilots, on-going research is investigating
automotive applications of conformal symbology. For example, vision enhancement systems
(VES) would help drivers locate external targets when driving at night using symbology that
overlays the actual external target.  Conformal symbology has been shown to minimize
detrimental effects of visual clutter and cognitive workload typical of non-conformal symbology
(Naish, 1964; McCann and Foyle, 1994). Even though there are no studies that compare the
preferences of drivers for conformal versus non-conformal symbology location, a strong
recommendation from previous research is that non-conformal symbology should not be
displayed head-up. Any benefit attributable to the display of information head-up is either non-
existent or reversed (i.e., HUD worse than HDD) when displaying non-conformal symbology.

An approach that would maximize the overall HUD advantage is to display both
conformal and non-conformal symbology using two HUDs. a lower HUD placed below central
vision for the display of non-conformal and conformal symbology and an upper HUD
superimposed on the forward field of view for the display of conformal symbology only. This
display, termed the DUET display, was proposed by Weintraub and Ensing (1992, pp. 150-154)
to (1) solve the problem of visual clutter and the negative consequences this can have and (2)
maximize the benefits of HUDs, particularly the unique advantages of conformal symbology.
Two HUDs are required since the typical HUD field-of-view is less than 5 degrees vertically and

7 degrees horizontally.

Age differences Demographics show that the average age of the driving populationis
increasing.  In an attempt to take a proactive role in the design of future information displays,
human factors researchers typically incorporate age as an independent variable in HUD studies.
The “design driver” for automotive HUDs must incorporate the oculomotor, perceptua and
cognitive limitations of older drivers. Incontrast, HUD studies using pilotstypically do not

2



include age as an independent variable in their analyses. This is one area where automotive
HUD designers may be faced with new and more demanding challenges that cannot be
anticipated from previous experience with HUD use within aviation settings.

Workload and task differences Typically, pilot workload is heaviest during takeoff and
landing. During these relatively brief periods, the demands on pilots are higher than during the
most demanding driving conditions. For military aviators, task demands can be dangerously
high. For example, landing a fighter jet on a carrier deck has been described by pilots as a
controlled crash. Military pilots are also susceptible to spatial disorientation (SDO) and are
exposed to high G-forces. HUDs may play arole in SDO since there have been some reports
that HUDs impair a pilot’s ability to cope with SDO (Biberman and Alluisi, 1992). The
implication for automotive HUD use is that high task demands may contribute to
misinterpretation of HUD information.

If automotive HUDs ever approach the level of information content that currently exists
on aviator’ s HUDs, acceptance among drivers is expected to be low. There are at least two
reasonsfor this: (1) acquiring information directly from external stimuli will always be primary
for drivers and (2) drivers are not accustomed to acquiring and processing information from
external as well as in-vehicle displays without making head/eye movements. Pilots are trained
to fly by instruments alone (instrument flight rule or IFR) under low visibility conditions. Given
the high demands for direct visual information processing, it isdifficult to imagine safe driving
using instruments only (even with significant advances in technology). If it is assumed that the
external visua scene will aways be the primary information source, secondary information
sources must enhance the driver’ s ability to extract information from external sources.

Standardization and training issues: Another potentia limitation to the widespread
acceptance and safety of automotive HUDs is the extent to which training is required to use
HUDs. This is currently a low-priority issue since automotive HUDs are still under
development. However, one lesson learned from the use of HUDs among aviators is that
training and standardization issues need to be addressed prior to widespread implementation.
This is particularly important when familiarity with one HUD does not transfer to the use of
other HUDs, for example, when using an unfamiliar HUD in arental car. Older drivers may
find it particularly difficult adapting to thissituation. To some extent, problems with transfer
of training can be minimized by (1) incorporating the capabilities and limitations of drivers into
the design of the HUD and (2) standardization of symbology and hardware. An example of how
proper de-sign of HUD symbology impacts training was demonstrated by Naish (1964). In this
study, pilots receiving no training in the use of conforma symbology performed as well as pilots
receiving training (Naish, 1964). Training will be required for combiner adjustments, contrast
adjustment’  and other physical adjustment procedures.  As various HUDs reach final
development stages, HUD evaluation criteria should include training time based on objective
performance measures.

! Most HUDs have a manua brightness control. However, some HUDs have an automatic brightness control

that is based on illumination on the dashboard. Even in HUDs with automatic adjustments, there is a manual adjustment to
fine-tune the brightness (i.e., contrast).



Expected Performance Advantages of Automotive HUDs

The following benefits of HUDs are the most commonly-stated advantages of automotive
HUDs which underlie predicted performance gains for various dependent measures. In later
sections these advantages will be discussed in more detail. Also, the following discussion of the
benefits to older drivers presumes that automotive HUDs are designed to incorporate their needs
with respect to virtual image distances, minimal visual clutter, minimal distraction, luminance
contrast, ease of use and display location.

Increased eyes-on-the-road time: Intuitively, the more time a driver spendslooking at
the road the less likely he or she is to miss time-critical events. Studies attempting to quantify
this advantage (HDD vs. HUD response times) have demonstrated more efficient processing.
Specifically, the HUD advantage ranges from .25 to 1 second. Although this may not seem like
a significant advantage, this represents 22 to 88 feet more stopping distance, respectively, in
an emergency situation (traveling 60 mph). Unfortunately, it is likely that HUDs may not always
improve the safety of driving. Research suggests that the HUD advantage may only manifest
itself under limited circumstances such as low workload (Larish and Wickens, 1991), simple
HUD displays (Okabayashi, Sakata and Hatada, 1991) and under moderate ambient light levels
(Weintraub and Ensing, 1992).

Shortcomings of previous studiesinclude, first, test situations in which scanning behavior
is constrained by the experimental protocol. In other words, subjectsinitiate a scan after being
prompted. Kiefer (1991) assessed scanning behavior under naturalistic conditions. In this study,
he measured the time that drivers spent in speedometer scanning cycles (SSC) which included:
(1) scanning from roadway to speedometer, (2) speedometer fixation time and (3) scanning from
speedometer to roadway. Three dependent measures were reported: (1) mean timein SSC, (2)
glance frequency per minute and (3) total timein SSC. Although total timein SSC was higher
for the HUD in session 1, successive sessions were no different head-up or head-down. This
was attributed to a novelty effect of the HUD speedometer. An alternative explanation that
cannot be ruled out is that drivers may have been involuntarily distracted by the head-up
speedometer. The only consistent advantage of the head-up speedometer across 4 sessions was
in terms of mean time per glance; overal, drivers spent 144 milliseconds less time in SSCs
viewing the HUD speedometer. Similar conclusions were reached in a more recent study by
Sprenger (1993). Theresults of this study also showed more frequent sampling of the HUD
(143 glances to the HUD versus 88 to the in-dash speedometer) and shorter periods of fixation
on the HUD (median fixation time for HUD was 619 msec vs. 711 msec HDD). Unfortunately,
the Sprenger study confounded display format and location. In the Sprenger study, the HDD
used a conventional analog display whereas the HUD used digital format. Kiefer and Angell
(1993) recently compared these two formats for HDD display locations and found the analog
format to be superior in terms of minimizing eyes-off-road time (obtained by multiplying mean
eyes-off-road time per glance by the glances per minute). Thus, it may be the case that the
HUD advantage found by Sprenger is actually attenuated viathe use of digital speed information.
Finally, alimitation of both the Kiefer and Sprenger studiesis that they were conducted under
low workload conditions. Under high workload conditions, it is likely that the frequency of
glances to both displays would be reduced and that the difference between the displays in terms
of glance frequency would aso be reduced. This suggests that the “novelty” effect may be an
artifact of the low demand situation.



Evidence that HUDs reduce the number of head/eye movements under high workload
conditions was reported by Haines, Fischer and Price (1980). Using a flight simulator, they
demonstrated that pilots make fewer transitions between the external scene and cockpit displays
when using HUDs. Thisis contrary to the findings of Kiefer (1991). However, the results are
not directly comparable because of (1) differencesin workload and (2) task differences (namely,
pilots are trained to fly IFR or VFR). To date, there are no studies of driver eye scanning
behavior under high workload conditions. Assuming that the results do generalize to driving
tasks, there are some implications of these findings for HUD use. First, if head/eye movements
are lower under high task demand conditions, HUDs may have some benefit for aleviating
fatigue. Secondly, fewer externa targets would be missed. Unfortunately, research suggests
that unexpected targets are more likely to be missed when using HUDs  This effect has been
termed cognitive capture, and will be discussed below.

Reduced reaccommodation demands: The benefits hereinclude timeto reaccommodate
and the amount of accommodation.  Since the virtual image is typically located further away than
head-down instrument panels (HDIPs), less accommodation is required when switching from
external viewing to HUD viewing. Reducing accommodative demands has clear advantages for
older drivers due the progressive loss of accommodative range with age. For example, by about
age 60 the average amplitude of accommodation is 1 dioptcr. Thus, for the average 60-year-old,
viewing the instrument panel (about .75 meter or 1.33 diopters) may require them to look
through the near correction (or lower part) in their eyeglasses.

Reducing the accommodation demands should also increase the HUD advantage by
reducing reaccommodation time. For younger subjects (mean age 21.9 years), the savingsin
reaccommaodation time is not pronounced because subjects can make responses prior to
compl eting the accommaodative response (Weintraub, Haines and Randle, 1984; 1985). Older
observers were not tested in this experiment. However, other researchers have shown that
virtual image distances nearer than 2.5 m increase the recognition times of older (50 to 70 years)
drivers (Inuzuka, Osumi, Shinkai, 1991). This effect is attributed to diminished accommodative
range of older subjects.

The lack of a significant reaccommodation time-saved in the Weintraub et a. studies may
be attributable to the depth-of-focus (DOF) in the experiment. The DOF is the range of focus
errors over which performance is unaffected. DOF is dependent on pupil size (large pupil size
produces low DOF) and the blur criterion (i.e., when does target appear “bl urred”) DOF was
not assessed in the Weintraub study. However, the target luminances (1 cd/m? for the runway
scene and 2.6 cd/m? for the HUD symbology) suggest that DOF would have been low (less than
125 D) due to the large pupil size (roughly 6 mm; maximum pupil size is about 8 mm).
However, DOF is also dependent on the target used in determining whether a target is
“blurred”; namely, large, coarse targets (low spatial frequencies) are less affected by defocus
than small targets (high spatial frequencies). It is estimated that the critical features in the
symbology used by Weintraub et al. subtended about 7.5 minutes of arc (or 4 cycles/degree)
which is well above a critical gap for 20/20 resolution (Le., 1 minute of arc). Based on data
from Westheimer and McKee (1980), it is believed that the targets were at or dightly above
threshold in the 1% diopter condition before reaccommodation was initiated. In short, the lack
of asignificant reaccommodation time-saved with HUDs in the Weintraub et al. (1985) study
may be attributable to the high DOF for the targets used. |f thesetarget sizes (and contrasts)
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are representative of targets in actual automotive HUDSs, then these results can be generalized
to automotive HUDs. If not, further research is needed to assess reaccommodation time-saved
under conditions representative of driving (particularly night driving) while using an automotive
HUD.

Considerations for older drivers: All benefits expected from HUDs (i.e., reduced
rcaccommodation, fewer eye/head movements, increased eyes-on-the-road time) are expected
to be higher for older drivers. However, possible disadvantages of HUDs (such as cognitive
capture and visual clutter) are expected to be more problematic for older drivers. The
implication is that older subjects should be routinely used in HUD research as they represent a
much larger range of visual and cognitive abilities. To obtain widespread acceptance,
automotiveHUDs should incorporate the limitations of older drivers.

There has been surprisingly little research into aging effectswith HUDs  The research
to date suggests that while there are no clear benefits to older drivers, they do not perform more
poorly with HUDs. Kiefer (1990) found no interaction of location (HDD vs. HUD) by age on
Speedometer scanning or average speed. This lack of an interaction suggests that there isa HUD
advantage for the older subjects as well as the younger subjects but that it is not more
pronounced for either age group. Using a driving simulator, Marin-Lamellet, Dejeammes and
Kerihuel (1994) found significant main effects of age. For both HUD and forward screen
presentation, older subjects were slower in reacting to displayed turn arrows and stop signs and
they took longer to complete the tria runs. In agreement with Kiefer, the interaction of age with
method of display was not statistically significant on any dependent measure.  The authors point
out that the workload was low in this experiment which would not be expected to generalize to
more complex driving tasks. This would also apply to the Kiefer study as subjects drove along
aclosed 6 mile loop through a park in Washington, Michigan. None of the studies included in
this review investigate the effects of HUDs on different age groups when confronted with
varying levels of workload.

With respect to cognitive issues, HUDs may be potentially more distracting to older
drivers which might lead to an increased propensity for cognitive capture. Research shows that
one of the best predictors of accident involvement is the ability to switch attention (Avoalio,
Kroeck and Panek, 1985). Parasuraman and Nestor (1991) demonstrated that the ability to
switch attention is predictive of accident involvement among elderly drivers. Unfortunately,
most of the studiesinvestigating cognitive/attentional issues with HUDs have not included older
subjects. This may be attributable to the fact that researchers investigating cognitive issues have
been primarily in the aviation community where age effects do not take precedence.

Although statistically significant HUD advantages have been repeatedly demonstrated,
the small HUD advantages that are typical may be of little operational significance. In fact, it
is difficult to reconcile the lack of large measured HUD advantages (and in some situations,
HUDs have no effect or can degrade performance) with the fact that HUDs are so widely
accepted among aviators. Many researchers believe that the primary advantage of HUDs, which
many dependent measures are insensitive to, is the design of the symbology (Weintraub and
Ensing, 1992). Research extends this contention to suggest that HUDs are only beneficial for
the display of conformal (or partially conformal) symbology. Specifically, non-conformal
symbology displayed head-up has been shown to degrade performance. In view of thisfinding,
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displaying head-up speed information would not be expected to enhance driver safety relative
to a head-down display because it is a nonconformal information source. Incidentally, head-up
speed information is provided on all automotive HUDs and is also the single most widely studied
HUD dependent (i.e., speed variability) and independent (i.e., digital speedometer display)
variable.

Current HUD Design Issues

The following discussion deals with design issues and technological limitations that
directly impact the overall utility of automotive HUDs. The first subtopic deals with a “lesson
learned” during the process of widespread deployment of aviator HUDs from which automotive ,
HUD designers can benefit.

Display variability: Cockpit display design/layout is perhaps one of the oldest problems
in human factors; namely, how to convey information to pilots that is consistent across aircraft.
I nstrumentation advances are a continuous, on-going process which leads to differencesin the
layout and type of displays for the same plane (Biberman and Alluisi, 1992). Thisleads to
variability even within an aircraft type which can, to some extent, be overcome by training.
However, routine training in the use of different automotive HUDs (e.g., driving a HUD-
equipped rental car) may not be feasible.  Automotive HUDs are more likely to be widely
accepted if there is a high degree of consistency in the way information is conveyed to drivers.
Thisis due to a least 3 factors: 1) a wider range of skill levels among current driving
population, 2) potential for new types of information (i.e., non-redundant information display)
to be displayed on automotive HUDs with ITS/ATIS advances and 3) processing information
from HUDs may already add to a driver’s workload, even where practice on a specific HUD
is not required.

Design of display symbology: In the absence of demonstrated HUD advantages found by
some researchers, it has been asserted that the primary advantage of HUDs is the effective
design of the HUD symbology. Even so, there are some aspects of HUD symbology that need
improving.  For example, one complaint anong pilots who use HUDs is that the symbology
provides ambiguous information about atitude. In fact, some fatal accidents and near misses
have been attributed to the fact that the altitude information on HUDs does not tell the pilot, at
a glance, whether he is upright or inverted (Biberman and Alluisi, 1992, p. S, A-7). The
implication for automotive HUD designersis that carefully designed symbology in itself can
determine HUD acceptance among drivers.

Asnoted earlier, there are data to support the idea that conformal symbology enhances
performance with HUDs. Conformal symbology elements overlay and move with outside world
elementsthat they represent. An example of thisis avirtual runway displayed viathe HUD that
moves with the real runway as the plane moves. Although conformal symbology may not be
applicable to automotive HUDs (primarily because the virtual image will not be collimated in
automotive HUDs), the research suggests that the advantage of HUDs can be maximized by
careful design of the symbology. In fact, many researchers believe that the symbology design
on HUDs is one of the main reasons for the widespread acceptance of HUDs among pilots. This
was stated succinctly in a paper by Long and Wickens (1994) ".. .when non-conformal
symbology is used, the costs of increased scanning head-down are balanced by the benefits of
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reduced clutter.. .” These kinds of tradeoffs can be addressed in the current project for
automotive HUD applications.

Field-of-view limitations: The typica field-of-view (FOV) of an automotive HUD is only
5 by 5 degrees (see Appendix B for details). This clearly limits the utility of conformal
symbology since the external scene onto which the symbology is overlayed must be contained
within this small angular window. Furthermore, the small FOV limits the maximum amount of
information that can be displayed at one time before visual clutter degrades visibility of external
targets. One possible solution to the limited FOV problem was proposed by Swift and Freeman
(1986). Intheir design, multiple displays are placed side-by-side (each with 5 by 5 degree FOV)
to increase the horizontal field of view. This display, termed the Instrument Head Level Infinity
Display (or IHLID), presents collimated imagery to the driver that is not superimposed on the
forward driving scene. Instead, the virtual images are seen just above the dashboard. Thus, the
driver still enjoys the benefit of increased eyes-on-the-road time and reduced reaccommodation
time while eliminating visual clutter and contrast interference. One potentia drawback of this
approachissystem cost. Although the cost will inevitably be higher than a single HUD system
with a5 by 5 degree FOV, it may be the most feasible way to increase the horizontal FOV of
HUDs.

Display luminance contrast: One limitation of most HUDs is that they cannot meet the
maximum luminance contrast requirements for viewing during bright daylight conditions.
Weintraub and Ensing (1992) give an example of viewing symbology against sunlit snow which
Is roughly 34,000 cd/im? (10,000 ftL). To obtam a maximum recommended contrast ratio of
1.5: 1 against a background of 34,000 cd/m?, the luminance of the HUD symbology would have
to be 17,000 cd/m? (or about 170,000 cd/m2 at the source assuming atypical 10% reflectance
by the combiner). Current technology cannot meet this maximum requirement even with stroke
symbology which is brighter than raster symbology. Even if such adisplay could be produced,
the heat given off by the source could melt the HUD and surrounding components.

There are a number of possible solutions to the luminance contrast limitation with high
background luminances. Lloyd and Reinhart (1993) report that a minimum contrast requirement
of 1.15: 1 can be used for tasks involving familiar high-contrast scenes (for example, a familiar
road) which is in agreement with previous recommendations (see Weintraub and Ensing, 1992,
p. 29). Another possible solution is to use a combiner with a higher reflectance.  Although this
resultsin alower transmittance of the forward driving scene, thislossis more likely to be
tolerated if placed outside of the critical viewing area (5 to 10 degrees below driver’sline of
sight; see Inuzuka et a., 1991 for details).

It has not been demonstrated whether 34,000 cd/m? should be considered a reasonable
worst-case for driving. If the HUD symbology is placed low in the visual field (perhaps
superimposed on the road surface), anecdotal evidence suggests that the background luminance
will rarely approach 34,000 cd/m? At any rate, the average maximum display luminance of
existing automotiveHUDs (from Appendix B) is 2842 cd/m Based on thisand a minimum
luminance contrast of 1.15, the typical maximum background luminance that HUDs can be
viewed against based on currently available automotive HUDs is 18,947 cd/m? (or 56% of the
maximum proposed by Weintraub and Ensing above).



The previous discussion deals with viewing HUD imagery against a high background
luminance. At low background luminances, there is a potential for HUD luminance contrast to
be too high. For some HUDs, the luminance simply cannot be adjusted low enough to obtain
the maximum acceptable luminance contrast ratio of 4:1 (Rogers, Spiker and Cicinelli, 1986).
As a result, there is a high potential for missed and/or delayed detection of external targets.
Another potential source of masking and contrast interference of external targets is the
background luminance of the HUD (referred to as “CRT glow”; cf. Weintraub and Ensing,
1992). We are unaware of any study that has investigated the potential for missed external
targets under viewing conditions that simulate night driving with high contrast (i.e., 1.5:1 to
10:1) HUD:s.

The research indicates that there is no single HUD luminance contrast that optimizes
performance for all driving conditions. There is a range of HUD luminance contrasts for a
given ambient light level within which the actual HUD luminance contrast should be maintained.
This range is an optimal tradeoff between contrasts that are too low (i.e., poor visibility of the
HUD symbology) and contrasts that are too high (i.e., poor visibility of external targets
overlapping the HUD symbology and high potential for cognitive capture via the HUD). HUDs
should be designed to provide contrasts in roughly the middle of this luminance contrast range
for a particular ambient light level. Figure 1 is a schematic of the contrast operating function.
The axes are logarithmic in units of luminance (cd/m? with HUD luminance on the ordinate and
background luminance on the abscissa.
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Figure 1. Schematic of the dynamic operating range of the DataVision HUD.



The maximum and minimum HUD luminance lines are estimates for the GM Hughes DataVision
HUD. The dynamic range is determined by the ambient light levels corresponding to the
endpoints of the optimal contrast line. In Figure 1, the dynamic operating range